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Because artificial intelligence radically reduces the amount of time it 
takes to sift through data and create relationships between data, it is 
no longer necessary for nefarious actors to hack personally 
identifiable information from websites like Ashley Madison, which 
offered discrete affairs and was hacked in 2015, in order to obtain or 
infer sensitive details about a person's life.[1] 
 
In the age of AI, the recent hack involving AT&T Inc. and nearly all of 
its customers' call logs is likely to contain sufficient information from 
which inferences of affairs or other sensitive information could be 
made.[2] 
 
This is why regulators — in states and at the federal level — must completely rethink their 
approach to cybersecurity reporting requirements. 
 
Why AT&T Hack Should Prompt Rethinking Breach Disclosure Requirements 
 
As recently as December 2023, the Federal Communications Commission explained that 

telecommunications carriers ... often collect large quantities of sensitive customer 
data. Information such as records of the telephone numbers a person has called, or 
mobile phone location data showing the places they have been, can provide insights 
into medical conditions, religious beliefs, personal associations, and many other 
aspects of an individual's private life.[3] 

 
However, the FCC adopted a four-factor, harm-based trigger analysis before applicable 
companies are required to notify consumers. The four factors to be considered are: 
 
1. The sensitivity of information, in totality, that was the subject of the breach; 
2. The nature and duration of the breach; 
3. Mitigations; and 
4. Intentionality.[4] 
 
Hypothetically, would the hack announced by AT&T on July 12 fall under the harm-based 
trigger? The sensitivity of information, especially given AI, seems to weigh heavily in favor 
of reporting. 
 
But, the duration of the breach is relatively limited, and AT&T acted quickly and in 
coordination with law enforcement such that it appears an individual has been apprehended 
and the hacked information is not currently publicly available.[5] 
 
Thus, these two factors appear to weigh against disclosure. The intentionality factor appears 
to weigh in favor of disclosure. So, a good faith argument could be made that there's a 
50/50 decision in this scenario to report. Given the FCC's concerns of underreporting 
breaches,[6] is the harm-based trigger analysis sufficiently clear?[7] 
 
Comparatively, the U.S. Securities and Exchange Commission's Form 8-K filings look to 
protect investors, not consumers. Form 8-K requires applicable companies to detail any 
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material impact on operations or financial condition of the company following a breach. [8] 
 
As a result, in spite of the fact that nearly every single AT&T customer's call-log information 
was hacked and is susceptible to AI inferences, investors should arguably not be concerned 
because, according to AT&T, the hack has not had an impact on operations or financial 
condition.[9] 
 
If the hack does not have an impact on operations or the financial condition of AT&T, that 
does not necessarily speak harm to any particular set of the hacked customers, who might 
in fact experience negative impacts. 
 
The FCC adopted the harm-based trigger analysis because the majority of state-level 
reporting requirements are premised upon similar concepts.[10] But, even when adopting a 
harm-based analysis, state-level definitions of harm can be far weaker. 
 
For example, Oklahoma's breach reporting requirement is far narrower than the FCC's, and 
likely, would not have required AT&T to report the breach, if it were otherwise 
applicable.[11] 
 
There are obviously a myriad of other breach reporting laws on the books, like the Health 
Insurance Portability and Accountability Act,[12] but they all fail to account for what's 
coming and fail to account for what currently exists. 
 
That is why, to this day, there is litigation as to whether individuals possess standing to 
bring lawsuits for a mere breach of their data, or, must prove actual damages as a result of 
the breach.[13] Regulators could have done more to clarify this and will have to do so in the 
future in order to protect consumers. 
 
To add to the reporting hurdles, there are often law enforcement carveouts that permit 
delays in reporting under certain circumstances, such as when disclosure would aid in the 
capture of the bad actors or would serve national security interests.[14] 
 
Obviously, given the inherent illegality of any hack, these narrow delays are important, but 
how much discretion is afforded is industry- and jurisdiction-specific, depriving consumers 
of uniformity in knowing about potential disclosures of their information.[15] 
 
Every expert agrees that the impact AI will have on society will be exponential. Meaning, 
the time it will take for a hacker to appropriate and then misuse data will exponentially 
decrease with AI. 
 
This means that disclosures relating to breaches in the future will have to be quicker 
because bad actors will be able to exploit consumers with misappropriated data sooner than 
has historically been true. 
 
Antiquated Concepts 
 
AI's ability to determine relationships coupled with generative AI's improvements in 
deepfake technology means that the very definitions used in so many breach reporting laws 
need to change. 
 
It used to be that personally identifiable information was generally anything that was linked 
to or linkable to a person.[16] 
 



But, today, there is almost nothing that wouldn't fall into this category. With data so 
granular, companies can target you whether your phone is in your pocket or plugged into 
your headphones, or you're ordering from McDonald's, which recorded customers' voice 
information when ordering.[17] Almost everything we do is susceptible to analysis and 
linkage. 
 
Data privacy laws, which work in tandem with cybersecurity laws by minimizing the data 
available for exploitation, also often draw a now-antiquated dividing line between personally 
identifiable information and sensitive information,[18] with sensitive information being 
deserving of greater protections. 
 
Per the FCC and common AI-industry knowledge,[19] even innocuous data points can serve 
to divulge sensitive personal information. Therefore, a demarcation between personally 
identifiable information and sensitive data should be disposed of, and all personal data 
should be treated as though it were sensitive data. 
 
Otherwise, the very harms sought to be prevented by demarcating personally identifiable 
information and sensitive data will be meaningless in the age of AI. 
 
Regulatory Solutions 
 
As noted by the FCC, cybersecurity reporting requirements are usually mirrored from 
preexisting legislation. 
 
From a regulatory standpoint, this makes sense because entities sought to be regulated 
have the ability to comply seamlessly, i.e., compliance with one law likely makes the entity 
compliant with another. 
 
The problem, however, is that we are living in a fundamentally different threat landscape as 
a result of AI. Just as courts are struggling with how to determine copyright issues arising 
from scraped data residing in AI training sets, without adequate guidance, courts and 
consumers will struggle with how to determine privacy and liability violations arising out of 
hacks. 
 
The first goal regulators should look to fulfill is adequate legislation, especially in light of 
the U.S. Supreme Court decision in Loper Bright Enterprises v. Raimondo,[20] which did 
away with the Chevron deference standard. 
 
Adequate legislation should obviously consider industry-specific nuances, but, practically, is 
there a fundamental difference between a consumer's data coming from call logs, Ashley 
Madison, or a medical provider if the same embarrassing or compromising inferences can be 
made? 
 
Further, adequate legislation should address a consumer's right to a private right of action 
and standing in the event of a breach. 
 
There are a litany of arguments for or against a private right of action; however, absent a 
private right of action, adequate legislation must ensure adequate funding for agencies to 
prosecute and pursue violators on behalf of consumers. Otherwise, the legislation would be 
devoid of any real teeth. 
 
The second goal regulators should look to fulfill is timeliness of disclosures. A recent 
analysis from the International Association of Privacy Professionals concluded: 



Predictive AI could integrate business continuity and disaster recovery plans, which 
generative AI could likely help appropriate professionals create, with incident 
response plans to suggest next courses of action during remediation of a breach. 
Generative AI could create breach-notification letters, and, when the dust settles, 
predictive AI could use the information collected in the response to generate 
suggested security and privacy practice enhancements.[21] 

 
This means that companies should be required to adopt AI and machine learning 
technologies that expedite notifications to customers. Congress has previously strongly 
encouraged the adoption of technology in industry-specific situations.[22] Moreover, written 
notifications to consumers should be reconsidered in light of the ubiquity of e-
communications. 
 
After all, if consumers can receive a text reminder to pay their bill, then companies should 
be capable of texting consumers following a hack or provide similar e-communications, 
especially with the development of AI and machine learning notification systems. 
 
The triggering event for consumer disclosures should not be limited to a harm-based 
analysis since it is impractical to determine its applicability, especially when AI can take 
innocuous data and infer nocuous characteristics. 
 
All data is now sensitive when hacked, and therefore, is always harmful when hacked. To 
address this problem, the triggering event for consumer disclosures should be anytime a 
consumers' data is hacked. Period. 
 
The third and final goal of regulators should be to ensure that all consumer data is 
encrypted to the maximum extent feasible. As of now, the FCC has an encryption safe 
harbor, where hacked encrypted data that is not at risk of decryption is not required to be 
reported to consumers.[23] 
 
However, the use of encryption is optional under FCC reporting requirements.[24] 
Consumers are not protected by making encryption optional. Therefore, regulators should 
mandate encryption. 
 
Technological advances always call for the development of new regulations. The problem, 
however, is that regulators are building upon antiquated frameworks. The frameworks 
themselves need to be reconsidered just as every other aspect of our lives is being 
reconsidered in light of AI development. 
 
Failure to act now will not only increase technical debt for companies,[25] but it will also 
increase the odds that consumers will be exploited.[26] In fact, a recent poll by Reinsurance 
News of the insurance and reinsurance industry found that "nearly half of respondents 
(45%) said that they expect AI-powered threats to be the biggest driver of losses over the 
next two years."[27] 
 
Regulators, consumers and businesses cannot wait any longer for meaningful changes to 
data breach reporting requirements. The future is here, and it is time to act. 
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